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1. Introduction 

rtificial intelligence (AI) was introduced as a substitution for human 

intelligence by developing computer systems that are able to think 
like a human, act like a human, and learn and get experiences like a 

human (Russell & Norvig, 2020). Machine learning (ML) is a subset of AI 
that refers to the idea that computer systems can learn from and adapt to new 
data without the need for human intervention. Over the past years, AI and its 
subsets, such as ML, have demonstrated great ability in improving various 
operational processes, including business and marketing trends, because of its 

varied capabilities, like intelligent data analysis and predictions. One of the 
impactful applications of ML is price prediction, where it offers businesses 
improved accuracy in anticipating market trends and making data-informed 

decisions. 

A 
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Generally, the use of ML in business intelligence (BI) has a significant impact on the way that 
organizations interact with data. Modern BI is a collection of tools and approaches ranging from data 
collection and data mining to advanced analytics and ML that help organizations optimize their 
decision-making processes (Hamzehi & Hosseini, 2022; Kasemsap, 2016). Among the businesses, real 

estate has shown the least transparency. House prices change every day and sometimes are hyped rather 
than being based on actual valuation. They have caused unique challenges in complex markets such as 
Muscat, Oman, due to low transparency, varied neighborhood profiles, and economic volatility (Varma 
et al., 2018). While coping with such challenges using the traditional approaches could not provide 
much reliable insights, ML models are able to solve these issues by managing the interaction between 
variables in high dimensional data. For instance, ML ensemble models such as Random Forests have 
consistently shown greater predictive power compared to traditional statistical approaches (Huang et 

al., 2025). 

However, due to the limited access to clean transactional data, weak demand, and oversupply, modeling 
the real state markets such as Muscat stayed challenging. Furthermore, some other economic factors, 
such as changes in the price of oil and even the COVID-19 pandemic’s aftermath, increase the issues. 
Hence, more equipped analytical techniques are required to handle such instability than traditional tools. 
The use of BI in real estate is still at its base level, though Oman has made steps toward digital 

innovation through the development of smart cities and e-government programs. Recent research 
emphasizes the AI-based model’s potential to support the property valuation’s accuracy in areas with 

social variety and economic circumstances (e.g., Alsaidi et al., 2023). 

In response to these concerns and based on the dynamic capability of AI, this research tries to fill these 
gaps by applying and examining the potential of ML models to strengthen BI in Muscat’s real estate 
sector. By compiling a real-world dataset of housing prices from various areas in Muscat, we develop 

and evaluate multiple ML models, including Linear Regression, Ridge Regression, Gradient Boosting 
Regressor, Random Forest Regressor, and Support Vector Regressor (SVR), to predict property values. 
We apply hyperparameter tuning to optimize model performance and use grid search to systematically 
explore a predefined set of hyperparameter values to find the best model performance on the train set. 
The efficiency of applied models is examined and compared using three performance evaluation 
metrics, i.e., Mean Absolute Error (MAE), Mean Squared Error (MSE), and R-squared (R²) at the end. 
Through this comparative analysis, we aim to identify the most effective ML approaches for property 

valuation in Muscat, thereby demonstrating the practical impact of ML on BI and decision-making in 

the real estate industry.  

2. Theoretical Framework  

AI is introduced to be capable of thinking like humans, behaving like humans, thinking rationally, and 
acting rationally (Russell & Norvig, 2020). Today, AI’s subfields are increasingly utilized in operational 
decision-making and predicting processes, which have obviously improved the marketing efficiency 
through various kinds of abilities. Analysis and property valuation in real estate fields are extensively 
revolutionalized using ML and other AI subfields. In ML, plenty of variety of algorithms are offered 
that are utilized in predictive analysis, including support vector machines, decision trees, and neural 
networks. Such algorithms are able to identify patterns, learn from patterns, and make accurate 

predictions in various fields (Dey, 2016). These algorithms effectively work for tasks like classification, 
regression, and time-series forecasting due to their well-adaptation to handling complex, non-linear 

relationships within data (Páez, 2023). 

Through the incorporation of ML into BI systems, businesses are now able to respond to market 
dynamics, enhance their performance, and obtain competitive advantages (Hamzehi & Hosseini, 2022). 
ML algorithms improve the BI systems comprehensively by digitalizing and computerizing data 

processing, revealing hidden patterns, and producing predictive models that could support data-driven 
decision-making processes (Lim & Zohren, 2021). By giving businesses access to such productive tools, 

BI systems now facilitate cross-enterprise analysis and collaboration (Kasemsap, 2016). 

Various factors, such as pricing and planning strategies, in the real estate industry are enriched by 
utilizing BI tools and data-driven approaches. Real estate professionals can predict the demands, 
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analyze market trends, and evaluate investment risks with a higher level of accuracy compared to 
traditional approaches using BI technologies. Applying BI tools and ML algorithms to housing markets 
has boosted property accuracy and efficiency in decision-making (Trieu, 2017). This improvement is 
due to the power of ML models in identifying the patterns and correlations in data where traditional 

methods are not able to simply recognize them (Jain et al., 2019). Therefore, utilizing such technologies 
could have great efficiency and enhance transparency in businesses like the real estate and housing 

markets. 

While the real estate sector plays a crucial role in economic growth among the Gulf countries and  Oman 
in particular, it faces specific challenges such as inconsistent market transparency and different 
regulatory frameworks. The need for advanced analytical tools such as BI and ML to cope with these 

limitations and constraints and to support sustainable urban development is highlighted by recent 
research (e.g., Alsaidi et al., 2025). While services like e-government and smart city are initiated and 
construct the foundation of digital transformation in Oman, the application of BI and ML in sectors 
such as real estate remains in its early stages (Al Abdulsalam et al., 2024). These pieces of literature 
emphasize the importance of developing ML applications to improve BI practices suited specifically 

for the Oman real estate sector. 

Property prices are influenced by complex interactions of factors, and traditional methods often struggle 
to have an accurate valuation. By incorporating ML models into the real estate industry, the accuracy 
of house price estimations has greatly improved. ML algorithms have shown great performance in 
interpreting these complicated variable relationships. Over the past several decades, researchers have 
applied ML as an effective approach in order to build predictive models of house prices in various cities. 
For instance, Manasa et al. (2020) presented a machine learning-based prediction of house prices using 
regression techniques for Bengaluru city. One study by Jha et al. (2020) used various ML techniques to 

predict housing prices on a dataset from Florida that achieved high accuracy levels. Gao et al. (2019) 
introduced a multi-task learning approach to optimize prediction accuracy. This study emphasized the 
importance of spatial features in real estate valuation. In another study, Imran et al. (2021) provided 
contextual insights into local market dynamics by examining the application of ML algorithms within 
the housing market of Islamabad. Research by Gupta and Tham (2019) explored the foundational 
theories behind AI and ML, which offered critical viewpoints on the technical foundations that support 
intelligent systems in domains like property valuation. Tarika and Singh (2021) proposed a 

comprehensive ML-based framework to estimate property values, in which a range of influencing 

factors are incorporated into an end-to-end prediction pipeline. 

While the reviewed literature validates the powerful impact of AI, ML, and BI systems on predictive 
analysis, specifically in the real estate sector, these technologies have not been explored within Oman’s 
real estate market. In this study, we aim to fill this gap by evaluating multiple ML models, including 
Linear Regression, Ridge Regression, Gradient Boosting Regressor, Random Forest Regressor, and 

Support Vector Regressor (SVR), to seek and assess their effectiveness in property value prediction 
within this specific market context. For this purpose, we first develop a dataset of house prices from the 
data collected across various areas of Muscat, Oman. The findings are expected to demonstrate the 
practical impact of AI, ML, and BI approaches in the real estate industry and to show how ML can 

enhance property valuation accuracy and support predictive analysis in Oman’s real estate sector. 

3. Methodology 

This section provides the details of the data collection and dataset creation procedure, applied ML 
models that are Linear Regression, Ridge Regression, Gradient Boosting, Random Forest, and Support 

Vector Regression, and finally, the performance evaluation metrics used in this study. 

3.1. Data Collection and Dataset Creation Procedure 

The creation of a well-structured and diverse dataset is a foundational step toward developing robust 
and effective ML models. Creating such a dataset involves several steps, including data collection, 
preprocessing, and organization. The dataset used in this work is real-world data gathered from various 
sources, such as real states located in various areas of Muscat, Oman. The required data was collected 
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through discussion, interviews, real estate websites and listings, online resources, and surveys. 
Considered data points include property location, size (in square meters), number of bedrooms and 
bathrooms, zone/area, condition or quality, building type (flat or villa), number of floors, number of 
schools per area, number of hospitals per area, the percentage of expatriates in the area, and price. 

Overall, eleven 11 attributes were defined and labeled while gathering the data, as described in Table 1.  

 

Table 1 

Defined Attributes for the Created Dataset of Muscat Houses 

No Attributes Description 

1 BT Building type: Type 1 indicates flats, and type 2 indicates villas 

2 NR Number of rooms 
3 SIZE The proportion of residential land zoned for lots over 100 sq. 

4 Zone Zones in Muscat were ranked numerically from 1 to 12 based on the available facilities 

and quality of the area  

5 NF Number of floors 

6 NB Number of bathrooms 

7 NSPA Number of schools per area 

8 NHPA Number of hospitals per area 

9 EXP The percentage of expatriates in the city 

10 Quality Includes the availability of building facilities such as a swimming pool, gym, garden, 

yard, and Wi-Fi 

11 PTRATIO The ratio of students to teachers in primary and secondary schools in the neighborhood. 

12 PRICE House price 
 

The collected data was in a descriptive and unstructured format; therefore, the research team worked to 
organize them into a structured dataset. In the next step, data preprocessing was applied in order to fix 
the incorrect, corrupted, incorrectly formatted, null, or incomplete data within the dataset. This step 
included handling missing values and outlier removal, i.e., identifying and handling data points that are 
significantly different from others. The created dataset at the end, shaped as shown in Table 2, included 
810 rows of the different house details in various areas of Muscat, 11 columns of effective attributes on 

prices of each house (shown in Table 1), and one last column which indicated the price of houses in 

Omani Rial. Table 3 shows the 10 top entries of the created Muscat House Price Dataset. 

 

Table 2 

Muscat House Price Dataset- 10 Top Entries  

 SIZE NHPA NF NB NR NSPA BT EXP PTRATIO Zone Quality PRICE 

1 715 4 3 7 4 12 1 12.229 4.5 1 5 740830 

2 1752 4 3 6 7 9 2 228.665 13.6 6 5 620000 

3 1300 4 2 6 7 10 2 270.567 13.6 3 5 600000 

4 600 4 1 3 3 10 2 270.567 13.6 2 5 595000 

5 600 4 2 3 3 10 2 270.567 13.6 2 5 590000 

6 500 4 1 3 3 10 2 270.567 13.6 2 5 500000 

7 500 4 1 2 2 10 2 270.567 13.6 2 5 500000 

8 495 4 1 2 3 10 2 270.567 13.6 2 5 495000 

9 490 4 1 2 3 10 2 270.567 13.6 2 5 495000 

10 500 4 1 2 3 10 2 270.567 13.6 2 5 495000 

 

The dataset was structured in Excel, and its .CSV format was imported into the Jupyter Notebook 

dashboard for further analysis. 

3.2. Applied ML Models 

An ML model applies algorithms to learn patterns from data and makes decisions or predictions without 
explicit programming. In general, ML models are categorized into four different categories based on 

their learning paradigm as follows (Russell & Norvig, 2020): 
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− Supervised learning 
− Unsupervised learning  

− Semi-supervised learning 
− Reinforcement learning  

Accordingly, a model could be selected based on the problem type and available data. In this study, 
given the labeled nature of the acquired data, the applicability of supervised ML is warranted for training 

the model. Typically, the primary objective of a supervised learning algorithm is to determine a function 
that establishes a relationship between the input variables (x) and the output variable (y). In the context 
of this particular study, the input variables are the features with the greatest impact on house prices. 
Identifying these influential features is a crucial process conducted through preprocessing, exploratory 

data analysis, and visualization, documented in section 4.  

Generally, for the supervised learning model, two types of algorithms are proposed: regression and 

classification (Hastie et al., 2009). Regression models are applicable when the problem is dealing with 
the prediction of continuous outcomes. They analyze relationships between the target variable and one 
or more feature variables. Classification algorithms are used when the output variable is categorical, 

which means there are two classes such as Yes-No, Male-Female, True-false, etc.  

In this study, based on the nature of the problem and the type of collected data, various regression 

models are applied to the collected data for model training. Given the size of the dataset, applying more 
complex models such as Neural Networks was not feasible. Hence, the selected models to be applied in 
this study include Linear Regression, Ridge Regression, Gradient Boosting Regression, Random Forest 

Regression, and Support Vector Regression (SVR). 

Linear Regression is a kind of regression model among supervised algorithms that assumes a linear 
relationship between input (feature variables) and output (target variable) (Montgomery et al., 2021). 

The algorithm creates a linear equation that best fits the observed data. 

Simple Linear Regression models the relationship between one independent variable (X) and a 

dependent variable (Y). Mathematically, it can be formulated as (Hastie et al., 2009): 

𝑌 = 𝛽0 + 𝛽1𝑋 + 𝜀 

in which Y is the dependent variable, X is the independent variable, 𝛽0 is the intercept of the regression 

line, 𝛽1is the slope of the regression line representing the change in 𝑌 for a one-unit change in 𝑋, and 𝜀 

is the error term, accounting for the variability in Y not explained by X.  

Multiple Linear Regression is an extended form of simple linear regression that models the 

relationship between multiple dependent variables and target variables. Mathematically, it can be 

formulated as: 

𝑌 = 𝛽0 + 𝛽1𝑋1 + 𝛽2𝑋2 + ⋯ + 𝛽𝑝𝑋𝑝 + 𝜀 

Gradient Boosting Regressor uses an ensemble learning approach where models are built sequentially 
to correct the mistakes of the previous models, improving overall accuracy. This approach effectively 
combines multiple weak models to create a stronger predictive model. Considering a given training 

dataset with input variables of 𝑋 = (𝑥1, 𝑥2, 𝑥3, … , 𝑥𝑛) and corresponding target variables of 𝑌 =
(𝑦1, 𝑦2, 𝑦3 , … , 𝑦𝑛), the goal is to find a function 𝐹(𝑋) that maps input to outputs by minimizing a 

differentiable loss function 𝐿(𝑦, 𝐹(𝑥)).  

Random Forest Regressor combines multiple decision trees to improve predictive accuracy and 
control overfitting in regression tasks. Each decision tree in the ensemble is built using a random subset 
of the training data and features, and the final prediction is obtained by averaging the predictions of all 

individual trees (Ho, 1998). 

Support Vector Regressor (SVR) is a regression technique that uses the principles of Support Vector 
Machines (SVM) to predict continuous outcomes. In SVR, a hyperplane is constructed in some high-

dimensional feature space with the attempt to fit data within the user-specified margin of tolerance. 
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Ridge Regression is a linear regression that addresses the problem of multicollinearity among predictor 

variables.  

Besides, each model has different hyperparameters, which can influence the performance of the target. 

In this study, a set of hyperparameters configured, as shown in Error! Reference source not found., i

s to be examined on the train set. 

 

Table 3 

M: Models and Their Fine-Tuning Hyperparameter Sets 

Model Parameters Range 

Linear Regression 

 

fit intercept True, False 

positive True, False 

 

Ridge Regression 

 

alpha 0,0.75,1.5,2.25,3,3.75,4.5,5.25,6 

max iter 7500,10000,12500,15000 

solver auto, svd, cholesky, lsqr, sparse_cg, sag, saga 

 

Gradient Boosting Regressor 

 

loss squared_error,absolute_error,huber,quantile 

learning rate 0.01,0.1,0.5 

n estimators 1,100,200 

subsample 0.1,0.5,0.75,1 

criterion friedman_mse, squared_error 

min samples split 2,3,4 

 

Random Forest Regressor 

 

n estimators 50,100,200 

max depth 4,7,10 

Min samples split 2,3 

 

Support Vector Regressor (SVR) 

 

kernel linear, poly, sigmoid 

degree 1, 2, 3 

C 0.1, 0.5, 1.0, 1.5 

epsilon 0.1, 0.25, 0.4 

 

3.3. Performance Evaluation Metrics 

The data was split into training and testing sets to evaluate the performance of the ML model effectively. 
Typically, the dataset was split with a ratio of 80:20, where 80% of the data was used for training the 

models and 20% was reserved for testing. In the train set, we used 10-fold cross-validation. 

Each ML model was trained using the training dataset. We employed grid search for hyperparameters 
required by each model. The performance of each model was evaluated using three key metrics: Mean 

Absolute Error (MAE), Mean Squared Error (MSE), and R-squared (R²). 

• Mean Absolute Error (MAE): This metric measures the average magnitude of errors in a set of 
predictions without considering their direction. It is the average over the test sample of the 

absolute differences between prediction and actual observation. 

• Mean Squared Error (MSE): MSE is a performance evaluation metric that calculates the 
average of the squared differences between the observed values in the statistical study and the 

predicted values from the applied ML model.  

• R-squared (R² Score): This metric specifies the proportion of variance in the dependent variable 
that could be explained by the independent variable, namely, a clear view of how much variance 
is explained by the model. The R² score typically ranges from 0 to 1, with higher values 

indicating a better fit of the data into the regression model. 



Machine Learning Impact in Modern Business Intelligence  
 

Page | 38 

4. Results 

4.1. Exploratory Data Analysis  

A key step after the data collection and creation of the required dataset in ML projects is Exploratory 
Data Analysis (EDA). EDA helps to understand the relationships between the feature variables and 
target variable(s) within a dataset. It could provide insights into the structure and patterns in a dataset 

that helps to decide about the model selection (VanderPlas, 2016). 

In this study, we applied EDA to handle missing data, understand the data distribution, and identify the 
correlations between feature variables and target variables that are reported below. Data analysis and 
coding for this study were done through Python programming language and in the Jupyter Notebook. 
Besides, five libraries were used: Pandas to read, analyze, manipulate, and store the dataset, NumPy to 
work with numerical data and mathematical calculations and functions in Python, Matplotlib for 
plotting, static and interactive visualizations in Python, Seaborn for making statistical graphics in 
Python, and Scikit-Learn library, also known as ‘sklearn’ to implement ML models and statistical 

modeling. Below are the steps followed for the data analysis in the Jupyter Notebook. 

4.1.1. Handling Missing Data 

Addressing missing data is essential for ensuring the robustness and reliability of ML models. Recent 
studies underscore the critical impact of missing data on the performance and generalization capabilities 

of ML models. Missing values in this study were identified using tools like summary statistics and 
specialized functions (e.g., Pandas describe() and isnull() in Python). Imputation and interpolation are 
applied to fill the missing values. Imputation involves filling in missing values with estimated or 
predicted values. Simple imputation methods include filling missing values with mean, median, or mode 
of the respective column. Interpolation estimates missing values based on existing values in a sequential 

dataset. 

The dataset had a final checking of the null values. The final checking result is reported below, which 

shows that the dataset was cleaned from the null values appropriately.  

SIZE       0 

NHPA       0 

NF         0 

NB         0 

NR         0 

NSPA       0 

BT         0 

EXP        0 

PTRATIO    0 

Zone       0 

Quality    0 

PRICE      0 

dtype: int64 

Table 4 shows the output of the Pandas describe() function, which is applied to get the summary statistic 

for handling the missing values. ‘Count’ is specified as the number of data in a specific column, ‘Mean’ 
is the mean value of the data in a specific column, ‘Std’ is the observation’s standard deviation, ‘Min’ 
is the Minimum of the values among the data in a specific column, ‘25%, 50%, and 75%’ are the lower, 
middle and upper percentile, and ‘Max’ indicates the maximum of the values among the data in a 

specific column. 

 

Table 4 

Statistic Values 
 SIZE NHPA NF NB NR NSPA BT EXP PTRATIO Zone Quality PRICE 

count 810.00 810.00 810.00 810.00 810.00 810.00 810.00 810.00 810.00 810.00 810.00 810.00 

mean 278.33 6.07 1.55 3.40 3.36 12.49 1.30 167.06 24.80 6.06 4.23 166018.23 
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std 131.09 3.31 0.64 1.55 1.59 3.73 0.46 114.48 19.58 4.27 1.13 117538.42 

min 60.00 3.00 1.00 1.00 1.00 1.00 1.00 12.23 4.50 1.00 1.00 22000.00 

25% 180.00 4.00 1.00 2.00 2.00 10.00 1.00 12.34 11.60 2.00 4.00 80000.00 

50% 310.00 4.00 1.00 3.00 3.00 12.00 1.00 228.67 13.60 6.00 5.00 129000.00 

75% 350.00 9.00 2.00 4.75 4.00 13.00 2.00 270.57 50.20 10.00 5.00 230000.00 

max 1752.00 14.00 3.00 7.00 7.00 18.00 2.00 291.93 50.60 12.00 5.00 740830.00 

 

4.1.2. Exploratory Data Analysis Using Visualization 

In this study, two different plots were used to display the dependency between the feature variables and 
target values, as the heatmap shown in Figure 1 and the pairplot shown in Figure 2. Seaborn and 

matplotlib. plot libraries were used to draw these plots in the Jupyter Notebook platform. 

Figure 1  

Heatmap Plotting of the Correlation Between Features 

 

The x-axis and y-axis in the heatmap plot represent the variables. Each cell in the heatmap represents a 
data value indicating the degree of correlation between pairs of variables. The data values vary in a 
range between -1 to 1. As much as the absolute value of a cell is closer to 1, the correlation of the 

corresponding variable is higher. Our target in this specific work is to find the correlation between 
PRICE and other variables. For instance, the data value shown for PRICE and Zone is ‘-0.7’, indicating 

a strong dependency between these two variables. 

Pairplot shown in Figure 2 depicts the dependency between every pair of attributes. In this study, the 

target is to figure out the dependencies between each attribute, with PRICE as our target value. 

As discussed earlier, data visualization helps in uncovering the correlations between the features and 
the target variable. Heatmap and pair plots enable us to identify which features have a significant impact 
on house prices and which are less relevant. This information guides the feature selection process, 
focusing on the most influential variables and improving the model’s predictive power. Data 
visualization results in the highest dependency of target value (Price) with four feature variables: Size, 
Zone, Quality, and PTRATIO, which are good candidates for training the ML model in this study. To 

select the essential features, data analysis continued with deriving the correlation matrix reported below. 
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Figure 2 

Pairplot 

 

 

4.1.3. Identifying Correlations 

Determining the correct input features of the training dataset will provide adequate knowledge to the 
ML model so that the model can accurately predict the output. Correlation functions and visualization 
are utilized as the most useful solutions for finding the correct input features. Table 5 is the correlation 
matrix between features derived by the corrmatt() function in the Jupyter Notebook. As can be seen, the 

essential features are Size, Zone, and Quality, considering a threshold value of 0.5.  

 

Table 5 

Correlation Matrix 
 SIZE NHPA NF NB NR NSPA BT EXP PTRATIO Zone Quality PRICE 

SIZE 1.000000 0.256563 0.497060 0.425567 0.593027 -0.061947 0.411711 0.468672 0.190985 -0.028455 0.370628 0.506168 

NHPA 0.256563 1.000000 0.122808 0.217713 0.260136 0.629173 0.333700 0.253426 0.741550 0.636956 -0.124897 -0.395744 

NF 0.497060 0.122808 1.000000 0.713529 0.736341 -0.088878 0.564305 0.337335 0.286484 0.070735 0.199127 0.115943 

NB 0.425567 0.217713 0.713529 1.000000 0.845864 -0.049013 0.768376 0.342778 0.398334 0.211667 0.125499 -0.060091 

NR 0.593027 0.260136 0.736341 0.845864 1.000000 -0.060719 0.690961 0.411227 0.380443 0.144994 0.227027 0.067698 

NSPA -0.061947 0.629173 -0.088878 -0.049013 -0.060719 1.000000 0.004704 -0.056698 0.424350 0.497833 -0.284073 -0.378309 
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BT 0.411711 0.333700 0.564305 0.768376 0.690961 0.004704 1.000000 0.428425 0.505008 0.236217 0.127243 -0.139668 

EXP 0.468672 0.253426 0.337335 0.342778 0.411227 -0.056698 0.428425 1.000000 0.537745 0.024871 -0.104422 0.080616 

PTRATIO 0.190985 0.741550 0.286484 0.398334 0.380443 0.424350 0.505008 0.537745 1.000000 0.590605 -0.356922 -0.471626 

Zone -0.028455 0.636956 0.070735 0.211667 0.144994 0.497833 0.236217 0.024871 0.590605 1.000000 -0.432907 -0.673073 

Quality 0.370628 -0.124897 0.199127 0.125499 0.227027 -0.284073 0.127243 -0.104422 -0.356922 -0.432907 1.000000 0.579962 

PRICE 0.506168 -0.395744 0.115943 -0.060091 0.067698 -0.378309 -0.139668 0.080616 -0.471626 -0.673073 0.579962 1.000000 

 

In summary, EDA plays a critical role in the process of creating a predictive model of house prices 

using ML.  

4.2. Feature Selection 

In ML and data analysis, feature selection refers to the process of selecting a subset of relevant features 
from the original dataset while eliminating irrelevant or redundant ones to enhance model performance, 

reduce computational costs, and improve interpretability.  

Identifying the correlations done by heatmap, pairplot, and correlation matrix in the previous step 
navigates us to a precise and reliable feature selection in this stage. Considering a threshold of 0.5 for 

the correlation value, Table 6 is the output of the snipped code applied to derive the selected features.   

 

Table 6  

Feature Selection Result  
Corr Value 

SIZE 0.506168 

Zone -0.673073 

Quality 0.579962 

PRICE 1.000000 

 

Feature selection helps to eliminate irrelevant or redundant data and enhance the predictive accuracy of 
the model. Using this, we shaped our new dataset, which contains the most effective feature variables, 
such as SIZE, Zone, and Quality, and the target value, which is PRICE. Table 7 shows the top five 
entries of the new dataset after applying the feature selection. Now, our dataset is ready to be given to 

our ML model for training. 

 

Table 7 

New Dataset- Top Five Entries  
SIZE Zone Quality PRICE 

1 715 1 5 740830 
2 1752 6 5 620000 

3 1300 3 5 600000 

4 600 2 5 595000 

5 600 2 5 590000 

 

4.3. Data Splitting 

Generally, data splitting in ML and statistics refers to dividing the dataset into distinct subsets. It ensures 
that models generalize well and prevent overfitting by providing reliable performance estimates on 
unseen data (Goodfellow et al., 2016). Data splitting divides the dataset into two or sometimes three 
subsets as training, testing, and validation (optional) sets. The training set is used to train the model. 
Using this subset, the model learns patterns, relationships, and parameters. The test set applies to 

evaluate the final model after training. 

Data splitting in this study includes two steps: first, to separate feature values from target values, and 
next, to form training and testing data. Table 8 is the result of splitting the feature values from the target 

values, showing the five top entries. 
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Table 8  

Data Splitting- Feature values, Top five Entries  
SIZE Zone Quality 

1 715 1 5 

2 1752 6 5 

3 1300 3 5 
4 600 2 5 

5 600 2 5 

 

To have the required testing and training set, the dataset was split with a portion of 80% and 20% for 
the training set and test set, respectively. In order to ensure that the data is distributed randomly and to 
have a fair representation in both sets, we used shuffling while splitting. It helps improve the robustness 
and generalizability of the ML model. The next step is to apply our training models to the training set 

and test their performance using the test set.  

4.4. Training the Models 

Generally, training the model refers to the process of learning an ML model to make a decision or 
prediction based on a given data. For this purpose, the model will be fed with data, its parameters will 

be adjusted, and its performance will be assessed iteratively until the expected performance is achieved. 

In order to have effective training, the dataset must be prepared properly. This preparation includes data 
cleaning, handling missing values, normalizing numerical values, and splitting the dataset into training, 
validation (as an optional subset), and test subsets (Goodfellow et al., 2016). The preparation steps that 

were done on our dataset in the previous steps were the prelude to model training. 

Various models could be selected based on the type of studied problem. As discussed earlier, due to the 
nature of the studied problem and the type of collected data, this study leverages five ML models to 

train the model for predicting house prices. 

− Linear Regression,  
− Ridge Regression,  

− Gradient Boosting Regressor,  
− Random Forest Regressor,  
− Support Vector Regressor (SVR) 

Furthermore, each model has different hyperparameters that can control the training process and 
influence the performance of the model. Hyperparameters are set before training and tuned manually or 
through techniques like grid search or random search. We used grid search to systematically explore a 
predefined set of hyperparameter values to find the best model performance on the train set. Table 4 
shows the set values of hyperparameters that achieved the best performance on the train set. The best 

values set for the hyperparameters are shown in the last column of Table 9. 

 

Table 9 

Machine Learning Models and Their Fine-Tuning Hyperparameter Sets 

Model Parameters Range Best 

Linear Regression 

 

fit intercept True, False True 

Positive 

 

True, False 

 

False 

 

Ridge Regression 

 

alpha 0,0.75,1.5,2.25,3,3.75,4.5,5.25,6 0 
max iter 7500,10000,12500,15000 15000 

Solver 

 

auto, svd, cholesky, lsqr, sparse_cg, sag, saga 

 

sparse_cg 

 

Gradient Boosting 

Regressor 

 

loss squared_error,absolute_error,huber,quantile squared_error 
learning rate 0.01,0.1,0.5 0.5 

n estimators 1,100,200 200 

subsample 0.1,0.5,0.75,1 1 

criterion friedman_mse, squared_error squared_error 
min samples split 2,3,4 2 



R. Moghaddas et al./ Journal of Business, Communication & Technology, 4(1), 2025            ISSN 2791-3775 

Page | 43 

   

Random Forest 

Regressor 

 

n estimators 50,100,200 100 

max depth 4,7,10 7 
Min samples split 

 

2,3 

 

3 

 

Support Vector 

Regressor (SVR) 

 

kernel linear, poly, sigmoid sigmoid 

degree 1, 2, 3 3 
C 0.1, 0.5, 1.0, 1.5 1.5 

epsilon 0.1, 0.25, 0.4 0.4 

 

4.5. Testing and Evaluation of the Models 

Through the previous section, the model is trained on the train set, and the next step here is to test and 
evaluate the performance of our model. For testing, the models were fed by the test set, and the model’s 
predictions were generated based on the input features. Table 10 demonstrates a sample output of one 

of the applied models (linear regression). In this table, y_predict indicates the predicted values generated 

by the model, and y_test indicates the real values in the test dataset.  

 

Table 10 

Sample output of Testing Model- Real Values vs. Predictive Values  
  y_predict y_test 

1  238364.147590  270000.0 

2  106232.220693  95000.0 

3  202858.155910  155000.0 

4  134369.730505  105000.0 

5 142791.298622  180000.0 

...  ...  ... 

198  175657.316512  110000.0 

199  65694.595997  66500.0 

200  241210.142241  180000.0 

201  80788.306289  65000.0 

202  190447.901866  130000.0 

 

As discussed earlier, in this study, three performance evaluation metrics are used to examine the 

efficiency and accuracy of the applied predictive ML models: MAE, MSE, and R². The applied models 
were evaluated through these metrics with default hyperparameters (Table 11), and after tuning them, 

the outcome is shown in Table 12. 

 

Table 11  

Models’ Performance with Default Hyperparameters 
Model Train Test 

MAE MSE R2 MAE MSE R2 

Linear Regression 

 

46801.79 3512389557 68.8 51481.35 4190132723 71.38 

Ridge 

 

46801.14 3512463516 68.8 51479.96 4190133403 71.38 

Gradient Boosting 

Regressor 

 

14413.43 630512650 94.4 10692.59 339308956 97.68 

Random Forest Regressor 

 

14248.02 697130988 93.81 7619.23 266080933 98.18 

SVR 

 

86493.53 12407385893 -10.2 92665.01 16191090927 -10.6 
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Table 12  

Models’ Performance after Fine-tuning Hyperparameters 
Model Train Test 

MAE MSE R2 MA MS R2 

Linear Regression 

 

51481 4190132723 71.37 46801 3512389557 68.80 

Ridge 

 

51481 4190132723 71.37 46801 3512389557 68.80 

Gradient Boosting Regressor 

 

6305 200637882 98.62 15203 789648193 92.98 

Random Forest Regressor 

 

7798 261208009 98.21 14108 680490822 93.95 

SVR 78181 9735515957 33.49 72050 7873143536 30.07 

 
The tuning process highlights the importance of choosing appropriate values for regularization, learning 

rate, number of estimators, and other model-specific parameters to achieve the best performance. The 
R² score provides a measure of how well the data fits the applied model. The R² score typically ranges 
from 0 to 1, with higher values indicating better fit. MAE measures the average magnitude of the errors, 
and MSE measures the average of the squares of the errors in a set of predictions. Lower MA and MSE 
values indicate better model performance, as it means that the predictions are closer to the actual values. 
This analysis suggests that the Random Forest Regressor and Gradient Boosting Regressor provide a 
good balance between training performance and generalization, making it a robust choice for predicting 

house prices in this dataset. However, Random forest with slightly higher MAE and MSE compared to 

Gradient Boosting on the training set generalizes better than the test set, indicating less overfitting. 

The high rate of R2 score for both the Gradient Boosting Regressor and Random Forest Regressor 
indicates a good predictive power of these models, as almost 93% of the variance in the target variable 
is explained by the feature variables in these models. These results also specify that the selected feature 
(i.e., size, zone, quality) used to train our models is relatively effective in predicting the target variable 

(i.e., house prices), and the model is ready for deployment.  

5. Discussion 

The findings of this study highlight the potential of ML models in optimizing the predictive accuracy 

of house price estimation, particularly in real estate markets that are both data-limited and structurally 
complex, such as Muscat, Oman. Among the evaluated models, i.e., Linear Regression, Ridge 
Regression, Gradient Boosting Regressor, Random Forest Regressor, and Support Vector Regressor 
(SVR), the ensemble models, specifically Gradient Boosting and Random Forest, demonstrated better 
performance in terms of R² scores and lower error rates (MAE and MSE). Our findings align with the 
outcome of the study done by Antipov and Pokryshevskaya (2012), who showed how ML could 

improve prediction accuracy in diverse housing markets. 

The results of this study are applicable not just to the Omani real estate sector but also could be applied 
to international markets that are facing similar challenges. ML can offer applicable frameworks that 
support consistency and reliability in regions where real estate data is inconsistent, or valuation methods 
lack standardization. ML methods could also assist real estate agents in setting more accurate prices for 
properties in places where the region’s economic and geographical situations may not be fully 
considered by traditional valuation strategies. Besides, ML-based models are able to enhance 

transparency by reducing human error in property valuation. These predictive systems help estimate 
housing values more efficiently and can adapt to changes in the market. The study’s findings provide 
valuable insights for a variety of stakeholders (like developers, agents, buyers, and policymakers) by 

supporting the adoption of data-driven decision-making in both current and future housing markets. 

The predictive power of the models explored in this research can largely be related to an appropriate 

feature selection and careful hyperparameter tunning. Rather than relying solely on algorithm choice, 
the study emphasizes the importance of data preparation, variable selection, and parameter 
optimization. These are steps that enable the models to act across different datasets consistently. This 
becomes particularly relevant when a specific market context, such as Oman’s real estate, is being 
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explored, the regions where local market dynamics may differ significantly from global trends. Prior 
studies, such as the work done by Kou et al. (2014) and Antipov and Pokryshevskaya (2012), have 
demonstrated that combining domain-specific knowledge with ML would greatly enhance predictive 
performance. Such approaches not only boost prediction accuracy but also provide actionable tools for 

agents, developers, and policymakers seeking to navigate complex housing markets.  

This research also contributes to academics by applying ensemble learning models to real-world 
property data. Housing data gathered from various areas of Muscat were processed to shape the 
structured dataset and build the foundation of the analysis. EDA revealed important location-specific 
factors that drive price differences. Ensemble models, especially Gradient Boosting and Random Forest, 
have shown a better performance compared to other approaches. The Gradient Boosting model 

explained approximately 93% of the variation in house prices, which highlighted its strong 
performance. Factors such as size, location, and quality are found to be key drivers of property value. 
Furthermore, the research highlights that AI technologies are not just digitizing traditional tasks but 

also transforming industry workflows by improving operational efficiency. 

Despite these positive outcomes, our research includes several limitations. The dataset was restricted to 
a specific geographical area, which limited the broader applicability of the models. Also, external 

influences such as interest rates, government regulations, or macroeconomic trends were not 
considered, which may affect prediction accuracy in real-world applications. Thus, future studies should 
expand the geographic area of data collection and also explore additional variables to strengthen the 
models’ generalizability and accuracy. Employing a broader range of ML methods, such as those 
explored by Eshkiki and Mora (2023), may also help address non-linear data relationships more 
effectively. Integrating models like decision trees or polynomial regression could further enhance model 
robustness (Hastie et al., 2009), which supports more comprehensive and flexible house price prediction 

tools. Future work can improve predictive models by addressing the restrictions and expanding the 

scope of analysis and model employment. 

This study concludes by showing the effectiveness of ML models in predictive data analysis, 
specifically in the real state sector, and also highlighting the growing role of ML in modern BI. This 
research provides insights for businesses that aim to use data analytics along with ML models for 
competitive advantages. In summary, ML’s incorporation into property valuation offers transformative 

opportunities for multiple stakeholders, developers, investors, and policymakers by providing fast, 
reliable, and intelligent insights. These advantages can greatly support smarter investments and promote 

enhancement in both emerging and existing markets. 
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